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1. [bookmark: _30j0zll]Introduction

This is the deliverable for Work Package 6: “Hypothesis testing, data collection and global evaluation”. The leader of this work package is UA, with involvement of the following partners: CNRS, UT, CPRC, CNT, and UON.


This deliverable is concerned with the Evaluation of the use-cases and components developed in the ARIA-Valuspa project.

Section 2 describes technical Evaluations of the single components of the AVP.

Section 3 describes the Evaluation of the new semi-automatic, distributed, collaborative annotation tool NOVA developed by UA in the Aria-Valuspa project.

Section 4 concludes the document.



2. [bookmark: _3m4tf4lfnh5s]Technical Evaluation of AVP Components
2.1. [bookmark: _evaku272ua2a]Emax

todo Nottingham? Anything to report about
2.2. [bookmark: _489ds8ymtm6c]ASR

We evaluated our ASR systems on selected parts of the NoXi corpus. All the used speech was manually transcribed and segmented by native speakers (between 60 and 180 minutes per language). The final versions of our ASR models have the following Word Error Rates: 39.0% (English), 28.8% (German) and 40.2% (French).  
2.3. [bookmark: _tn8trgh13fkl]Paralinguistics

Our paralinguistic recognition modules were evaluated on the test sets that was excluded from the development databases (see WP2 deliverables for details) and quantified using the Unweighted Average Recall (UAR). The following performances were achieved:
· Age (children, youth, adults and seniors): UAR = 48.9% (4 classes)
· Gender (children, female, and male): UAR = 81.2% (3 classes)
· Big 5 personality traits: UAR = 71.4% (averaged across the Big 5 traits) 
· Native language: UAR = 47.5% (11 classes)
· Health condition (cold vs non-cold): UAR = 70.2% (2 classes)
· Drowsiness state (drowsy vs non-drowsy): UAR = 69.0% (2 classes) 
· Emotion (audio-only): UAR = 72.9% for Arousal (2 classes); UAR = 60.0% for Valence (2 classes); using the eGeMAPS feature set

In relation to the end-to-end time-continuous audio-visual emotion recognition model (cf. final report) that was developed using the e REmote COLlaborative and Affective (RECOLA) database,  the performance was estimated of the official test set of this database and quantified using the concordance correlation coefficient (ρc; a measure of time-series precision and similarity that range from 0.0 - bad fit -  to 1.0 - perfect fit). Our results are ρc (Arousal) = .714  and ρc (Valence) =  .612. This performance was shown to overcome state-of-the-art models developed on this database (see [1]).



2.4. [bookmark: _wzb9r6u08j5g]Interruptions

We contacted users to participate to the experimental study to create interrupted behavior on the virtual agent through mailing lists. Before starting the experiment users view a 2mn video explaining how to use the interface. On each page participants view four videos of the interruptee agent showing different interrupted behaviours and one video of the interrupter (a user).   The sentence pronounced by the interruptee agent is: “Alice in wonderland is an amazing book about a white rabbit and a little girl”; while the sentence of the interrupter is: “Yeah, yeah I have read that book”, using the exited human recorded voice. So the strategy of interruption for the interrupter is a disruptive tangentialization. There are two conditions that are randomly offered to participants:  compare the videos against the following statement:
Alice displays a friendly reaction to the userʼs interruption.
Or
Alice displays a hostile reaction to the userʼs interruption.
 
Four videos of the interruptee agent are rendered on the fly. But they are displayed one at time because, after testing, playing all interruptees videos simultaneously is not unpractical since we found that user focus on one video and do not watch the others being played. All the videos are all synchronized and we use mono sound to avoid the problem of forcing the use of headphones in the online study.
After viewing all four videos, participants have several choices:
1.  they can choose two videos: the next videos are computed using crossover followed by mutation operations.
2. They cannot choose 1 video only
3. There is a ‘go back’ button to go back to previous generations if results are not satisfying.
4.  If no video is chosen it corresponds to the random generation of 4 new videos
Participants can select videos as long as they wish. When they are satisfied with a video, they select it and precise their level of satisfaction. 

We let the experiment runs. Participants were contacted through public mailing lists. They accessed the experiment through the web. The computation of the videos was done on the fly.

128 participants (85 male) took part of the online experiment. We analyze the data using two clustering algorithms, Mean Shift and K-means. Mean Shift allows finding the optimal number of clusters without any a priori information while K-means requires knowing the number of clusters ahead of time.
With Mean Shift, we obtain one cluster for the attitude Friendly. It means that the data are sufficiently uniformly spread and the algorithm does not need to subdivide the cluster into sub-clusters. For the attitude Hostile, we obtain one large cluster and 4 smaller ones; each of these latter contains only one observation and can be considered as outliers.
For K-means, we used the silhouette to determine the best partitioning. We tried different numbers of clusters. We started with a small number of clusters and went up to the observation number. For K around 10, we obtained a partitioning for which the Silhouette is maximal (around 0.6) for the Hostile and the Friendly attitudes.
We also applied a Decision Tree on the data. Depending on the initialization we obtain different trees but one feature comes out in each of them, namely the duration of the smile displayed by the agent.
 

2.5. [bookmark: _j0vtaqojwt12]Speech synthesis

	 	 	
1. [bookmark: _3wvrt0pyznjs]Idlak Tangle: a free DNN synthesis system

A byproduct of the ARIA-Valuspa project is the development of the Idlak Tangle system[footnoteRef:0], a free open-source statistical parametric speech synthesis based on Deep Neural Networks. This system has been compared to the leading open-source parametric speech synthesiser of the time, the HTS system. The performance of Tangle is significantly better than the baseline “HTS-demo” parametric system (but still not as natural as a traditional unit selection voice). Tangle is to our knowledge the first DNN-based parametric synthesis system with no usage restriction. [0:  https://github.com/idlak/idlak] 


[image: ]
Figure 1: Results of evaluation study on the naturalness of the speech  synthesis system


2. [bookmark: _ent4rrvi25ug]Reactive synthesis

The evaluation of our reactive speech synthesis API was done by creating a demonstrator which we used to gather feedback. Our `Reactive Synthesis' demonstrator was developed as an educational tool to provide a general introduction to speech technology, and was demonstrated to the public at the British Science Museum Lates in London (March 2017).

To evaluate the system, a focus group methodology was followed. Six people (3M/3F) were selected to take part in the focus group. They were recruited through the Edinburgh University Careers Service MyCareerHub. The only requirements were that the participants were able to speak English to a native level and were able to attend the meeting.

Two facilitators ran the focus group meeting. After the participants were welcomed and had filled in consent forms, they had the opportunity to play with a number of interactive (speech technology related) toys. This had the dual purpose of breaking the ice and getting the participants into a speech
technology aware mode. Next, the participants filled in a general speech synthesis questionnaire. After that, the ‘Reactive Synthesis’ demo was run. It was run in three different modes:

1. System talked – no reaction to interruptions at all.	
2. System stopped talking when interrupted – then continued.	
3. System stopped talking and reacted every time it was interrupted – reactions started polite and ramped up a step each interruption until very irritated.

This was followed by a group conversation discussing the reactive synthesis demo.

The gist of the feedback that was given after the reactive synthesis had been demonstrated was that overall participants preferred the reactive mode over the non-reactive. And of the two reactive modes they preferred the more simple approach, in which the system stopped when interrupted and when it resumed it went back and repeated the spurt 2 it was interrupted in. Furthermore, there was agreement that emotion is not the point of synthetic speech and that strong emotions get in the way of efficiency. A few of the participants’ quotes that illustrate the above summary:
	
· P3: “The second seemed the most appropriate for most situations, given that the third one is it’s great that it’s maybe more emotion, but it’s often not going to react in exactly the right way, and getting that is so difficult”
· P1: “I agree that the second version is best, cause it’s reactive but it doesn’t get in the way.”
· P4: “I 	quite like the other one actually [the third one], the fact that it kind of spoke back with you. Maybe, like, it being a bit sassy was a bit not appropriate at the time, but I think I’d quite like that 	to have on my phone.”
· P6: “If it’s personable it’s fine, but if it’s angry then probably not.”

Some of the participants also mentioned that they had been concentrating more on how the synthesis sounded in the demo rather than paying attention to the interface and the interruptions.

· P3: “cause I was listening to the voice and him getting more annoyed, I didn’t notice that there was a bar of increasingly, 	like, one end was thunderstorm and one was happy, right?”	
· P1: “I 	didn’t notice the face or anything because I was trying to work out, well what is good and what’s bad about this voice.”

Finally, the focus group liked the idea of synthesis as an aid in human-human conversation rather than an interference.

· P5: “It could be used in a lecture type setting.”
· P2: “like it could work with a lecturer or somebody as opposed to in place of them. Yeah I think that’s a good idea.”
3. [bookmark: _mwrytei7nrxr]DNN prosody


A new model for generating prosody targets using machine learning has been developed by CereProc during the ARIA-Valuspa project. This model relies on Deep Neural Networks trained on recorded speech prosody features to automatically generate realistic prosody contour for a given utterance. The traditional approach was based on a combination of heuristics, handcrafted rules and data analysis to generate the prosody contours. These contours are then used to targets the units to be selected.

The unit selection system using the DNN-generated prosody target was compared to the traditional unit selection approach, by running a relatively large evaluation on Crowdflower. 27 listeners were tasked to provide their preference between the two systems for 20 different stimuli uttered by the American English voice “Meghan”. The DNN generated samples were on average rated slightly higher than the traditional one, as can be observed on the following graph.

	
	[image: ]
Figure 2: AB-test ratings outputs for DNN generated prosody ("dnn") vs. traditional system ("reg"). For each stimuli, the users could choose between "Strong preference for A", "Weak preference for A", "No preference", "Weak preference for B", "Strong preference for B".

4. [bookmark: _g1kiap53gw8m]VMGSM

Voice Modification via Glottal Signal Modelling (VMGSM) is a novel voice transformation technique that relies on human speech source – filter uncoupling to specifically model and modify the glottal signal, which contain most of the “voice quality”, which is one of the main component of affected speech.

The possibility to explicitly model the glottal part of the speech signal has many advantages, as this can allow the generation of expressive and emotional speech from neutral speech, thus allowing us to add emotional characteristics to any voice. On the other hand, the decomposition of speech is a difficult problem, relying on simplifying assumptions on the form of the voice signal, which inevitably creates artefacts in the resulting modified speech.

While it introduces artefacts, it allows one to deal better with low coverage of unit selections databases, as it contribute to reduce some of the artefacts in unit selection joints, and at the same time can produce large artificial sub-genres for emotional synthesis.

The artefacts introduced by VMGSM make the resulting output unsuitable as a generic replacement for the synthesis of neutral speech, however it proves it usability as a possible replacement for specialised use, such as emotional speech synthesis.

Listening tests run internally (and illustrated below) show that while VMGSM is not as effective at generating expressive speech as specially recorded sub-genres, the gap in quality is not as wide as with neutral speech. In addition, the possibility to create fully artificial sub-genres allowed us to add emotional speech capabilities to the “Alice” voice distributed freely with the AVP toolkit. This voice is built from the freely available “SLT” database from CMU, which only contains neutral speech from a single female speaker.
[image: ][image: ]
Figure 3: Neutral speech (VMGSM modified vs. conventional unit selection)
Figure 4: Emotional speech (VMGSM modified vs. conventional unit selection)


2.6. [bookmark: _u5h1oi8miq9u]Social attitude model and evaluation

We report here the different evaluation studies we performed on the social attitude model.

First study: Extraction of multimodal behaviors patterns
We have evaluated our algorithm that extracts patterns of multimodal behaviors in link with attitude variation (see description in Deliverable D4.2 and D4.3). We have performed two types of evaluation: objective and subjective. For the former, We compared our algorithm against four state-of-the-art algorithms: QTIPrefixSpan-Kmeans, QTIPrefixSpan-AP, QTIApriori-Kmeans, and PESMiner. For this, we rely on two criteria: the pattern extraction accuracy and the empirical efficiency (running time). The accuracy is the percentage of sequences from original data (D) that can be matched with at least one pattern from the set of extracted patterns P. We characterized each extracted pattern p with two quality measures: (i) support, that represents how many times the pattern p appears in the sequence database, and (ii) confidence (p, v), which represents the proportion of a sequence containing p and expressing the attitude variation v relative to the total number of occurrences of p in the data. A confidence (p, v) equal to 1 means that p only occurs in a sequence expressing the attitude variation v. These two  measures are only based on occurrence frequency. To measure temporal  similarity  of  extracted  patterns  with  the  sequence  database, we have also introduced two new temporal measures: SupportOverlap and ConfidenceOverlap. We found that our algorithm HCApriori outperforms the other algorithms and is able to achieve over 0.92 accuracy whereas the runner-up achieves 0.70.
We have also run an empirical study to investigate whether non-verbal patterns extracted with our model for a given attitude variation are perceived as conveying the same attitude variation. We evaluated eight non-verbal patterns for the perception of dominance variation      (4 for dominance increase vs. 4 for dominance decrease) and eight non-verbal patterns for the perception of friendliness variation (4 for friendliness increase vs. 4 for friendliness decrease). We also evaluated 2 non-verbal patterns for the perception of neutral attitude (1 for neutral dominance and 1 for neutral friendliness).
We have used Greta/VIB platform to generate videos of virtual agent displaying our non-verbal patterns. As our model only considers nonverbal behavior, we left aside the content of the speech. For this, each non-verbal pattern was shown while the agent speaks the same nonsense speech. In total we used 34 videos (2	neutral videos + 4 attitude variation × 4 patterns × 2 values of the gesture parameters). The four categories of attitude variation were tested in a between-subjects design, while the gesture parameters effect has been evaluated in within-subjects design.
We recruited a total of 64 participants via Crowdflower (16 for each attitude variation). For each video, we asked the participants to rate the perceived attitudes of the agents. For measuring each attitude’s dimension we have used Leary’s model (1957). In total we have used 16 adjectives (four for each attitude): helpful, cheerful, cooperative, warm, leader-like, assertive, domineering, forceful, aggressive, arrogant, defiant, distant, withdrawn, timid, depend and  unauthoritative.
As the agent used in this experiment was blond, we have also asked a trap question about the color of the agent in order to filter the participants who randomly responded to questions. All answers were on a 5-points labeled Likert scale (1. Totally disagree and 5. Totally agree).
In order to verify that there is a statistically significant difference between the reference video (expressing neutral attitude) and comparison videos (conveying non-verbal behavior expressing attitude variation), a Wilcoxon test was performed.
Figure 5 illustrates the variables that have been rated differently compared to the reference video for the four attitude variations. The blue color indicates that the variable is evaluated as more expressed in the reference video, the red indicates that the variable is evaluated as more expressed in the comparison video and the black indicates no difference between the reference video and the comparison video. We can see that for dominance increase and friendliness decrease, the agent appears more forceful, arrogant and aggressive. For dominance decrease, the agent is perceived more timid, unauthoritative and cheerful. No significant differences were found for friendliness increase. 
 




[image: ]

Figure 5: Results of evaluation study on the extracted behavior sequences; in red: positive correlation; in blue: negative correlation


Second study: Sequential Attitude Planner

We report on the evaluation study we conducted on our Sequential Attitude Planner.
We follow the same evaluation protocol as the first study with one difference: this time the gent did not say nonsense utterances but said meaningful utterances. So we have added four dependent variables: dominant, friendliness, submissive. The agent utters the same utterance in the reference video and in the comparison one. The behavior of the agent in the reference video has been generation by the Greta/VIB behavior planner without using the sequential attitude model. In the reference video, the agent displays the behaviors generated by our sequential attitude planner.
64 participants did the study. We ran t-test to compare the results on the reference video with the comparison ones. We found two significant results: for dominance decrease and friendliness increase (see Figure 2). The results are similar to the first study.

[image: ]

Figure 6: results for the second evaluation study on the Sequential Attitude Planner; in green: the positive correlation; in red: the negative one.

3. [bookmark: _1fob9te]NOVA - Cooperative Machine Learning

In D6.4 we describe the NOXI corpus - a database of mediated Novice-Expert interactions. In total NOXI contains more than 50 hours of user recordings (consisting of high-quality raw audiovisual media, as well as, body and facial tracking data). The recordings took place in 3 locations (Paris, Nottingham, and Augsburg) and features several languages (English, French, German, etc.). Yet, it is not only the size, but the descriptions of the recorded interaction, which define the quality of a database. To handle the vast amount of data within the limited time span of the project, we opted for a collaborative and semi-automated workflow.

Since no tools were available that would suit our needs, we decided to implement a novel annotation tool: NOVA ((Non)Verbal Annotation). The main features of NOVA are:

· Support for multiple annotation schemes (e.g. discrete labels vs. continuous scores).
· Support for viewing content beyond audiovisual media (e.g. visualisation of tracking information).
· Database back-end to centrally store annotations and access data from multiple sites.
· Advanced user management to share annotation tasks among multiple raters (including strategies to combine annotations of several users).
· Access to machine learning tools to create semi- and fully-automated annotations on the fly. 

D6.4 introduces the interface of NOVA and gives an overview of the annotations that have been collected so far (e.g. transcriptions, fillers, interruptions, emotions, etc.).

In the following we want to elaborate on the question if and to what extent the Cooperative Machine-Learning (CML) tools, which we have integrated into NOVA,  actually help speeding up the annotation process (this, of course, also relates to the question how accurate the predictions are that are made by the machine). We start by giving a short overview of the CML procedure and the algorithm that is applied to create the automated predictions. Afterwards, we report results of an experiment in which we systematically investigated the quality of the predictions (automated part) with respect to a varying amount of information provided by raters (manual part). In particular, the experiments allows us to draw conclusions on the sweet spot, which we define as the very moment when handling a task over to the machine leads to an ideal (or near to ideal) tradeoff between the time that is saved and the accuracy of the prediction.

3.1. [bookmark: _ru7um9ow6jmo]Cooperative Machine Learning

The following scheme depicts the general idea of our Cooperative Machine Learning (CML) approach:
Figure 7 (1) An initial model is trained on partially labelled data. (2) The initial model is used to automatically predict unseen data. (3) Labels with a low confidence are selected and (4) manually revised. (5) The initial model is retrained with the predicted / revised data. [image: ]

The procedure defines a general workflow, which can be applied to literally any annotation problem. Note that to obtain an initial model we can either start by manually annotating some part of the database or we take an existing model trained on another database. The key point here is that by actively incorporating human expert knowledge into the learning process it becomes possible to interactively guide and improve the automatic prediction. Ideally, when more (revised) data becomes available with each iteration, the refined model improves leading to even better predictions requiring less and less manual revision. However, we have to reckon that - at least for behavioural coding problems - there is not one final solution to an annotation task (no more than two raters may ever completely agree). Hence, it is up to us to find the appropriate moment when to stop the loop (but more on this later). 

Notably, our experiences with the system revealed an interesting dynamic between the human and the machine.  For instance, the system may quickly learn to label some simple behaviours, which already facilitates the work load for human annotators at an early stage. Then over time, it learns to cope with more complex social signals as well, until at some point it is able to finish the task in a completely automatic manner. Such an iterative approach may even help bridging the gap between quantitative and qualitative coding, which still defines a great challenge in many fields in social science.
3.2. [bookmark: _k4vvzctuknrn]Implementation

To implement the described CML workflow we face three core problems. First of all, we must provide a graphical tool that helps reviewing and describing the data (e.g. by assigning discrete labels or continuous scores). Next, we have to prepare the data in a way that allows us to apply machine learning techniques. And once we have received the predictions from our model we have to translate them back into a readable format. Ideally, by extending the manual annotations so that the rater can immediately start to refine them. Finally, during the last step we should provide some sort of feedback allowing users to quickly spot the parts that require revision.

The following figure illustrates the algorithm that helps us to create the predictions:
	Figure 8:[image: ]
(a) Split the data into labelled and unlabelled parts.
(b) Map the data onto labelled frames (frames that do not overlap with a label are assigned to a rest class). 
(c) Train a model with the frames in the training fraction and use it to predict labels for the unlabelled fraction. 
(d) Combine successive frames with the same class label and remove segments belonging to the rest class. 
Optionally: Highlight segments with low confidence.

3.3. [bookmark: _mdnc78al5ir]Two-fold Strategy

NoXi, like other corpora, consists of a set of sessions recorded over a period of several weeks at different sites and involving different subjects. Although, recordings following the same experiment, two randomly picked sessions may resemble each other to different degrees. For instance, two sessions recorded at different sites and in different languages may show more variations in the observed behaviour than two sessions recorded within the same cultural context The highest degree of homogeneity, however, can be found within sessions. Taking this into account, we decided to follow a two-fold strategy. 

It is divided into a Session Completion (SC) step during which information of a fraction of a single session is used to complete the remaining part of the session, and a Session Transfer (ST) step during which information from a set of labelled sessions is used to predict a set of unlabelled sessions:

1. Session Completion: Manually assign labels to a fraction of a session and train a session-dependent classifier. Apply it to complete the remaining fraction. Based on the confidence values generated by the model query manual revision.
2. Session Transfer: Take all (with aid of step 1) fully labelled sessions and train a session-independent classifier. Apply it to predict annotations for remaining sessions. Again, based on the generated confidence values decide which parts require manual adjustment.

The described strategy allows it to apply CML at an early stage. Since the data within a session is highly homogenous, few samples may be sufficient to predict the remaining part of that session (SC step). Then, after completing a couple of sessions it may be safe to switch to the ST step and predict larger parts of the database.
3.4. [bookmark: _kqbfsjrd8sz]CML Evaluation
[bookmark: _wm610ieyyvi6]The described techniques have been integrated into NOVA (with the Social Signal Interpretation (SSI) framework as machine learning back-end) and used by the partners in the project to acquire annotations for the NOXI corpus (please see D6.4 for more details). Although, it quickly became obvious that the CML tools indeed were a great help to accomplish the desired annotations, we found it difficult to assess the actual benefit in speed. Therefore, we decided to run an experiment that would allow us to measure the impact in objective numbers.

For our evaluation we picked the problem of speech and filler detection (note that filler actually defines a meta class including backchannels, fillers, laughter and other voiced sounds). As input to our classification model we extracted 13 Mel-Frequency Cepstral Coeffcients (MFCC) and their deltas at a window size of 25 ms and a frame step of 10 ms. This left us with 39 features, which we averaged over a window of 40 ms. Finally, we used a context of 5 frames from the left and 5 frames from the right, resulting in a total of 429 features per frame at a sample rate of 25 Hz. As a classification model we relied on linear Support Vector Machines (SVM).

We used 18 sessions of the German subcorpus of NOXI, which we randomly split into a training set including two-third of the sessions summing up to nearly 7 h of audio data. The remaining 6 sessions were used as the test set (~ 3.5 h). To establish a ground truth we manually annotated the data using NOVA but without CML support. During the evaluation we distinguished three conditions c, c’ and c’’: In the default condition a classifier c is evaluated after training with a subset of labelled training sessions (L). By incrementally adding more sessions to L we simulated the case that more information becomes available. In c’ we slightly change the procedure by predicting the remaining sessions of the training set we did not use for training yet (since we treat these sessions as unlabelled, we denote them as U). After predicting labels for U, we add them to L and retrain the model. Finally, in c’’ we simulate the case were predicted labels are revised and possibly corrected before using them to retrain the model. The following figure illustrates all three conditions:

[bookmark: _tbauj6x7993j][image: ]
In the described evaluation, c’ simulates the case where the annotation process is stopped at some point and the labelled fraction of the database is used to predict the remaining parts. Note that in this case all predicted labels are included during the final training step, i. e. no automatic selection strategies and no additional manual efforts are applied. c’’ simulates the case where parts of the prediction are inspected (here the selection is based on the class confidence). To assess the additional manual effort we measure what we call the Inspection Rate (IR), which is the fraction of frames below the confidence, and the Correction Rate (CR), which is the fraction of frames that are finally assigned a different label. Finally, we decided to accept a model when the recall on the test set was at maximum one percent worse than the reference model trained on all 12 training sessions (78.1%). 

We found that in case of c and c’ we needed 10 out of the 12 sessions to reach that goal. This shows that adding predictions to the training set without revising them, does not yield a significant improvement in recognition accuracy. In case of c’’, however, we could already stop after 6 sessions by only reviewing 27 % of the predicted labels (of sessions 7 - 12) and actually only correcting 9 % of them (according to the ground truth). We chose a threshold of 0.5 for inspection, i.e. we decided to inspect a label if the confidence was below 0.5.  In total, we had to process only ⅝ of the training set. Given an average of 47 minutes it took us to manually annotate a session, this relates to a saving of approximately 3.5 hours (5.9 h instead of 9.4 h).

3.5. [bookmark: _x80jmp3uhqfe]Conclusion

Overall, we can say that using NOVA for annotation was a great success. So far, more than 30 annotators were and are involved in the annotation of NOXI. Using the described CML tools we were able to stem a considerable number of annotation ranging from speech transcriptions over voice activity and filler annotations, to continuous measurements of valence, arousal, and engagement. The NOXI database, as well as, the NOVA tool have been released to the public and can be freely accessed from:

https://noxi.aria-agent.eu/
https://github.com/hcmlab/nova
4. [bookmark: _wuio83cim0x6]Conclusions

System is best.
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